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Abstract-We present a paper on exemplar — based image tmgpas a global energy minimization problem,
which is written by using offset map term. Energgdtion includes data attachment which ensuresragtyt of
reconstruction at the boundary of inpainting dormaiong with smoothness. This is adopted to obtébaj
minimum using graph cuts algorithm. To reduce caajonal complexity problem we use multiscale graph
cuts algorithm . To minimize the loss of informatiat low resolution levels we use feature repredEm
computed at original image resolution. This reduaswiguity caused by comparing only color inforroati
while image is represented at low resolution levéle show that our proposed algorithm performsebets
compared with other recent algorithms.

Index Terms-Offset map; image inpainting; graph cuts.

change is not noticeable by an observer. Exemplar
1. INTRODUCTION based techniques, is the one which effectively

generate new texture by sampling and copying color
Natural images and photographs sometimes M@¥ues from the source. Exemplar based texture
contain stains or undesired object covering sigaift synthesis is a simpler and faster region completion
portions of the images. Region completion is &gorithm which does not suffer from blur artifacts
process in which we fill significant portions ofeth 1p;s algorithm effectively hallucinate new color

image by using information obtained from theéyayes for the target region in a way that looks
remaining area of image. The filling in of missing,easonable to the human eye.

information is very important in image processing,
with applications including image restoration (e.g2. LITERATURE SURVEY

scratch rgmoval), image -coding & wireless imqg?n the market currently many image processing
transmission (e.g. recovering lost blocks). Theeobj ¢itvare like Adobe Photoshop, Nero Photoshop etc
removal from images is nothing but an imageyre available. But these software’s require knogded
manipulation technique. The purpose of regionf handling the software because these software’s a
completion varies from remove-undesired object twery complicated to use. Most of existing software’
improve the quality of image. The process oféequire training for handling software. This traigi
removing objects from images starts with mask odf@y be of 6 months, a year or 2 year.

the undesired object, making the area where thecobj Thus the users of these so,ftware’s are restricted
to trained people. And there’'s no facility for a

prewously occup|e§ the gap._Then the gap W'"_ IOSommon user with no programming knowledge to use
filled using graphical techniques. The graphicajmage processing software to remove the object from
techniques which are used to fill the gap aftereobj jmage and video. Now a days inpainting methods are
removal, in those techniques two most commonlglassified in two main parts:

used are: image inpainting and texture synthegis. T (1) Geometry method
modification of images in a way that is nondeddetib ~ (2) Exemplar -based method
for an observer who does not know the original? G€ometry — based method images are usually
image. Medieval artwork stated to be restored dy ea modeled as fu_nct|ons with some degree of
. . ) smoothness, for instance expressed in terms of the
as. the rer?alssar?ce, motives being often as_ much dQrvature of the level lines or the total variatigfrthe
bring medieval pictures up to date so as to filany image. They take advantage of smoothness
of the gaps. This practice is called inpainting.e Thassumption and interpolate the inpainting domain by
main goal of inpainting is to reconstitute the rimigs continuing the geometric structure of the imagse (it
or damaged portions of the work, for making it mordevel lines). These methods show good performance
legible and also to restore its unity. Image inpag N Propagating smooth level lines or gradients, fhilt

refers to the process of changing an image sctlileat in the presence of texture. They are often refetoed
as structure inpainting methods. In most cases,
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geometry — oriented methods are local in sense tr —

they are based on PDEs. An implication of thiha t / Pead 'nge‘\ s Inpaint image

among all data available from image, they only us | imagedispley | T

the information at the boundary of the inpainting / ___T__

domain. This frequently tends to introduce blurring - r’/Eﬂlm \

artifacts in textured or large missing regions. _l" \\Pmefs y,

3. PROJECT STATEMENT /oy Bl K3

\Ijetecﬁm s

The need to develop such software can be be S Fid gt \

explained by citing the drawbacks of the presentl a [ o |

available system or the present scenario in th&ehar e \

These days lot of images and videos processir / C'mssNumbt‘T\ —

software available in the market but no imagc | Alzorifm )

processing software has the facility to remove th \ /

object or unwanted part from image without RL——"

disturbing the background of image or video. Ir % P

present software’s if you remove any part from imag "7 . . \ / ;".ﬂﬁdem.e /
; et vilue finding

then the background of the image cannot match aif & . \ o

white background will remain on image after % 1

removing the object from the image. EIV is a sofeva — - T T

tool by which you can remove the object from you _l_ / Find confidence

image and video without disturbing the backgroufd ¢ e o \ term / i N

an image or a video. It includes : Target - I/Fmddmm “\

(1) Image editing — Edit the image in various | location |
way, such as by applying various effects or \ finding /
the image, use the paint tool operation ol \____,
image such as by applying various effects o
the image, use paint tool operation on imag S

F/P'mcemach

/f'\a___ B /

such as brush, erases, add text etc. 2 N
(2) Object removal from image — Remove the[ pixl | |/ G:;g:g;h '| mﬁ?ﬂh‘
object from image without disturbing the \ : \ // R______//
background of image. /
(3) Object removal from video-Remove the
object from video without disturbing the Fig. 1. Architectural Design
background of the video.

4. ARCHITECTURE 5. WORKING OF ALGORITHM

In this image to be filled is selected by the ustere 5.1 Criminisi’s algorithm
we first find the edge, then the target region @ b
filled. Process each pixel and find the patch thab

be filed by exemplar inpainting method. Find

confidential term and data term. Data term is fobpd into the gap. However, since the extension actually

Gradient Vecto_r_and Orthogonal. Vector. F!nd th“;ﬁsing the diffusion techniques, artifacts such s b

quadrant coefficient term and fill the region by.q 4 pe introduced. As a result, the linear strest

a_ppropriate color. Overall architecture is as shdawn will not be naturally extended int6 the gap. Theute

Fig 1. would likely have distorted lines, and noticeable
differences between the gap and its surrounding are
would be expected. One interesting observatiohas t
even though image inpainting and texture synthesis
seem to differ radically, yet they might actually
complement each other. If we could combine the
advantages of both approaches, then we would get a
clear gap filling that is natural extension frone th
surrounding area. Criminisi, etc. proposed a new
algorithm that does exactly this. Criminisi, etsetthe
sampling concept from Efros’ approach. The
improvement over Efros’ is that a new approachgake

Image inpainting extends linear structure into g
by utilizing the isophote information of the bounga
pixels. The linear structures will be naturallyended
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isophote into consideration, and gave higher ggiori be copy the pixels fron?q to fill ¥p. With a new

to those “interesting points” on the boundary gfagp. contour, the next round of finding the patch witie t
Those interesting points are parts of linear stmas, highest continues, until all the gaps are filled.

and thus should be extended into the gap in omler t

obtain a naturally look. To identify those intefegt 5.1.11mplementation Details

points, Criminisi gives a priority value to all tpéxels

on the boundary of the gap. The “interesting p6intsThe program will take in two input images: the
will get higher priorities according to the algbrit, original image and the mask image that would mask
and thus the linear structures would be extendst fi out the object. After read in the mask, we markes t
For each pixel on the boundary, a patch is constduc target region that will be filled. Also, the contaithe
with that pixel at the center. The patch’s prioigythe boundary between the gap and the surrounding area)
product of two elements: a confidence term C(py, ans defined as a collection of pixels that has a
a data term D(p). C(p) describes how many pixeds aneighboring pixel in the target region. We maintain
there in the patch. It is obvious that with morgeté  list of contour points in the form of a vector. Feach

in the patch, we would have a better confidencedha pixel in the contour, we built a patch with a given
success target patch would be selected. D(p) descri size. Then, we apply Criminisi’s algorithm to fiodt
how strong the isophote is hitting the boundaryisThthe target patch that has the highest priority.nT lvee
term boosts the priority of a patch that an isophotperformed a search to find a patch in the sourea ar
“flows” into. D(p) is especially important, since i that is the most similar to the target patch. Im ou
encourages linear structures to be synthesized firgmplementation, we calculate the color distance
and thus propagated securely into the target region between the non-empty patch pixels at the same
position. Sum of Square Difference (SSD) is used to
calculate each color channel’s difference, and tien
SSD to sum up the overall color distance between th
pixels. Once the best-fit patch has been found, we
copy the color values from the source patch to the
target patch. A target patch contains portion afrce
region and portion of target region. Only the pséxel
which are in the target region will be filled. Afte
filing the patch, update the contour list. Those
contour points that fall into the boundary of theget
region will be removed from the list. At the same
time, the pixels on the boundary of the target Ipatc
will be added to the contour list, if those pixbEdn’'t
been filled yet. This is illustrated by the Figae(d).

We keep select patches whose center point is on the
contour to be filled. After the filling, we wouldbdate

the contour list. Then, the whole target region
entirely filled, and the contour list would be empAt

this point, we have my result picture.

Cb ,Source region

r

Fig. 2. Structure propagation by exemplar-baspdinting.

The user will be asked to select a target region,
manually. (a)The contour of the target region is
denoted a$Q. (b)For every point p on the contour
dQ, a patch¥p is constructed, with p in the center of
the patch. a priority is calculated based on hovelmu
reliable information around the pixel, as well ag t
isophote at this point. (c)The patch with the highe
priority, would be the target to fill. A global seh is
performed on the whole image to find a patéh,that
has most similarities witl’p. (d) The last step would

Fig. 3. Original Image

258



International Journal of Research in Advent Technology, Vol.2, No.4, April 2014
E-1SON: 2321-9637

6. RESULTS

Fig.. 4. Mask image

Fig. 6. Graphical user interface

¥ ObjectRemove

=

Fig. 5. Expected Output

Above figures shows the example of object removz
from an image.

5.2. Flood fill algorithm

We use this algorithm in our paint tool box to sele
the object having same pixel value.

In this algorithm when we click on any point of the
image then this point is passed as input to th
algorithm as start point with color value of thated.
INPUT: Start point = Click point

FILL COLOR = color value of point.

When we apply this algorithm by clicking on an
point then algorithm start to fill the region ineth
group of surronding 8 pixel recursively.

Fig.7. GUI of object removal
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Fig. 8. GUI of video removal [7]1 S. Zinger, L. Do, and P. H. N. de With, “Free-
viewpoint depth image based rendering,” J. Vis.
Commun. Image Rep., vol. 21, nos. 5-6,pp. 533—

7. APPLICATIONS 541, 2010.

Y.-Q. Liu, J. Wang, and H.-H. Zhang, “Adaptive

images or to restore the background of ~Paich-based —inpainting  for —image block

the image. recovery,” in Proc. Int. Conf. Comput. Vis.

. Invid Ki N Theory Appl.,2010, pp. 52-59.

N VIOEo making process any unwan eOt9] Z. Tauber, Z.-N. Li, and M. Drew, “Review and
object come into picture in any shot of"~ ,q\iew: Disocclusion by inpainting for image-
video then reshooting that part iS  phaged rendering,” IEEE Trans. Syst, Man,

difficult task so you can remove that  cypern.,C, Appl. Rev., vol. 37, no. 4, pp. 527—
object from your video by using our 540, Jul. 2007.

e To remove scratches from the oId[8]

software. . [10]Z.. Xiong, X. Sun, and F. Wu, “Block-based
+ To make animated or funny video by image compression with parameter-assistant
removing an object from video. E.g. inpainting,” IEEE Trans. Image Process., vol. 19,

no. 6, pp. 1651-1657, Jun. 2010.

«  You can remove the head of any persofl1]Z. Xu and J. Sun, “Image inpainting by patch
from the video and make that video very ~ propagation using patch sparsityEEE Trans.
funny. Image Process., vol. 19, no. 5, pp. 1153-

» Apply the various effects to your image 1165,May 2010.
and make it very beautiful. You can
increase the brightness of your image,
you can rotate it in any direction.

8. CONCLUSION

Thus we have used Exemplar-based algorithm for
removing large objects from digital photographs and

video. The result of object removal is an image in

which the selected object has been replaced by a
visually plausible background that mimics the

appearance of the source region.
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